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1 Introduction
1.1 Objective
The halogen iodine exists mainly as a diatomic Molecule I2 which exhibits excellent properties for
spectroscopy. The absorption band of the molecule is in the visible part of the spectrum and addi-
tionally there is only one naturally occurring stable isotope of iodine. This is of great importance, due
to the fact that multiple isotopes of a molecule lead to a mixture of the absorption bands, causing
difficulties in evaluation.
The first part of the experiment consists of measuring the absorption spectrum of the I2 molecule with
a CCD spectrometer. The vibrational bands pertaining to the progression ν ′′ = 0 and the dissociation
energy are to be identified from the absorption spectrum. Several other molecular constants are to be
determined utilising a Birge-Sponer-Plot and the approximation with a Morse potential.
The second part of the experiment deals with the emission spectrum induced by a Helium-Neon laser.
The transitions excited by the laser and their relative intensity are to be identified .

1.2 Theoretical Background
1.2.1 The Born-Oppenheimer approximation

It is impossible to analytically solve the Schrödinger equation for a molecule. The Born-Oppenheimer
approximation alleviates this problem by accounting for the monumental difference in the mass of the
electrons and the nuclei. Because of their small mass, electrons can react to the movement of the nuclei
roughly instantaneously. The approximation is made by viewing the nuclei as stationary and solving
the Schrödinger equation for the electrons (at position ri) in the static Coulomb potential caused by
the nuclei in this position (Rj). The total wave function Ψ can then be seen as being comprised of
the product of the wave function of the electrons ψ and that of the nuclei χ:

Ψ(ri, Rj) = ψ(ri, Rj)χ(Rj) (1)

Molecular potential energy curves of a diatomic molecule can be established from the results. The
Born-Oppenheimer approximation yields accurate results for ground electronic states. However for
excited states it becomes less exact.

1.2.2 Molecular vibration

I. Vibrational energy levels of diatomic molecules

The potential energy of a diatomic molecule can be expressed by a Taylor series for small displacements
x = R−Re from the equilibrium position:

V (x) = V (0)︸ ︷︷ ︸
=0

+
(dV
dx

)
0︸ ︷︷ ︸

=0

x+ 1
2

(
d2V

dx2

)
0
x2 + 1

3!

(
d3V

dx3

)
0
x3

︸ ︷︷ ︸
≈0

+... (2)

As the absolute potential energy of the molecule is not of interest here, one can set V (0) = 0. The
equilibrium corresponds to the minimum of the potential and the first derivative is zero by definition.
If the displacement is very small, the third-order term becomes negligible.
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This ultimately leads to the familiar result of a parabolic (harmonic) potential energy:

V (x) = 1
2kx

2 k =
(
d2V

dx2

)
0

(3)

Introduction of the effective mass µ leads to the following Hamiltonian:

H = − ~2

2µ
d2

dx2 + 1
2kx

2 with µ = m1m2
m1 +m2

(4)

The solution of the Hamiltonian with parabolic potential energy corresponds to that of the harmonic
oscillator:

Eν =
(
ν + 1

2

)
~ω with ω =

√
k

µ
and ν ε N (5)

The energy levels lie in a uniform ladder with separation ~ω and the wave functions are given by a
product of Gaußian bell function and Hermite polynomials.

II. Anharmonic oszillation and the Morse potential

The termination of the Taylor expansion of the molecular potential energy after the quadratic term
does not display the correct behaviour at large displacements from the equilibrium. In reality the
energy levels converge and do not remain equidistant. This means that an anharmonic vibration is
introduced as the vibrational excitation of the molecule is increased. A function for the molecular
potential energy, which accounts for this is the Morse potential energy:

V (x) = De(1− e−a(r−re))2 (6)

The parameter De is the depth of the potential, a is a molecular constant and re is the internuclear
distance. The repulsion at small distances is caused by the Coulomb potential. The Van der Waals
force causes attraction at greater distances. Solving the Schrödinger equation with this potential
analytically gives rise to the following:

Eν =
(
ν + 1

2

)
~ωe −

(
ν + 1

2

)2
~ωexe with ωexe = a2~

4πcµ ωe = a

√
~De

πcµ
(7)

The quantity ωexe is known as the anharmonicity constant and the term containing it reflects the
convergence of energy levels at higher values of the vibrational quantum number ν. The number of
bound states in the Morse potential is finite. The dissociation energy is given by:

De = ω2
e

4ωexe
(8)
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The following figure shows a comparison of the real, parabolic and Morse potentials:

Figure 1: Plot of real, parabolic and Morse potentials (from [1])

III. Birge-Sponer-Plot

As previously mentioned the harmonic potential is an insufficient approximation at high displacements.
Inserting the expanded potential energy into the Schrödinger equation results in the following energy
levels after application of perturbation theory (energy given in wavenumbers):

G(ν) = ωe

(
ν + 1

2

)
− ωexe

(
ν + 1

2

)2
+ ωeye

(
ν + 1

3

)3
+ ... (9)

Once again ωe is the oscillation frequency (vibrational constant) and ωexe, ωeye are the anharmonicity
constants. The difference between two adjacent energy terms is given by:

∆G
(
ν + 1

2

)
= G(ν + 1)−G(ν) = ωe − ωexe(2ν + 2) + ωeye

(
3ν2 + 6ν + 13

4

)
+ ... (10)

The plot of the energy differences ∆G(ν+ 1
2) against the vibrational quantum number ν+ 1

2 is known
as the Birge-Sponer-Plot. By fitting the above formula (10) to the measured data, one can obtain the
aforementioned molecular constants. The fact that ωexe � ωeye means that the energy differences
will decrease with ν. Because ωe is positive there exists a maximum vibrational quantum number
νdiss, which is defined by:

∆G
(
νdiss + 1

2

)
= 0 (11)

The value of νdiss can be obtained directly from the intersection of the fitted function with the x-Axis.
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The dissociation energy measured from the lowest level ν = 0 is:

D0 =
νdiss∑
ν=0

∆G
(
ν + 1

2

)
(12)

Measured from the minimum of the potential, the dissociation energy becomes:

De = G(0) +D0 (13)

1.2.3 Molecular rotation

Electromagnetic waves can exercise torque on a molecule and excite rotational levels. According to
classical mechanics the moment of intertia I of two spheres (of same mass m) attached to a weightless
rod of length R is:

I = m2

M
R2 = µR2 (14)

This moment of inertia can be assigned to a diatomic homonuclear molecule (for example I2). The
kinetic energy of rotation T associated with the rotation about an axis that is perpendicular to its
figure axis, is given by:

T = L2

2I = J(J + 1)~2

2µR2 = J(J + 1)~2

2I = BJ(J + 1) B = ~
4πcI = ~

4πcµR2 (15)

It is convention to express the energy in terms of the rotational constant B.
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1.2.4 Molecular electronic transitions

Absorption or emission of electromagnetic waves induce electronic transitions in molecules. As the
Coulomb force changes due to the redistribution of electronic charge, the molecule begins to vibrate at
a different frequency. The effect of this can be seen in the absorption spectrum. The combination of
electronic and vibrational transitions is dubbed vibronic transition. Vibronic transitions exist from all
vibronic states of the ground to those of the excited states (see 1.2.4). The transition from one specific
vibronic state are grouped together to form a progression. Additionally to this rotational transitions
also occur. These are less energetic than vibrational (and therefore electronic) transitions and are
classified as bands perched on top of each and every vibronic state. The plethora of the different states
can be seen in following graph:

Figure 2: Structure of the different states (from [2])

The value for the energy corresponding to a specific vibronic transition (in this case emission) can be
calculated theoretically with following formula (Te is the excitation energy):

∆G = G′(ν ′)−G′′(ν ′′) + Te = ω′e

(
ν ′ + 1

2

)
− ω′′e

(
ν ′′ + 1

2

)
− ω′ex′e

(
ν ′ + 1

2

)2
+ ω′′ex

′′
e

(
ν ′′ + 1

2

)2
+ Te

(16)

I. Spectroscopic notation

The transition of I2 examined in the experiment is:

X1Σ+
0g ↔ B3Π+

0u (17)

The X indicates the ground- and the B the second excited state. The upper case number to the left of
the capital Greek letter is the multiplicity of the molecule. The multiplicity corresponds to 2S + 1, S
being the total spin of the electron configuration. A system of multiplicity 1 is known as singlet and
of 3 as triplet.
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The capital Greek letters are the total orbital angular momentum around the internuclear axis (referred
to as Λ). The corresponding Greek letters to the values of Λ are:

Λ = 0, 1, 2, 3, .. ←→ Σ,Π,∆,Φ, ... (18)

Λ is calculated by summing up the individual orbital angular momentum values (λ). These are
obtained from the LCAO1 method.
The superscript + or − to the right of the Greek letter gives information about the effect of reflection
in plane containing the internuclear axis.
The lower case g or u to the right of the Greek letter indicate the parity of the molecular orbitals. This
is governed by their symmetry properties under inversion of the electron coordinates. If the molecular
orbitals remain unfazed under inversion they are denoted by a g (German for "even"). If however the
inversion causes a sign change, they are denoted by u (German for "odd").

A further characteristic parameter for diatomic molecules arises from the Hund coupling cases. The
total angular momentum of the molecule has a component Ω~ parallel to the internuclear axis. Ω is
defined as the sum of Λ and components of spin angular momenta on the internuclear axis:

Ω = Λ + Σ (19)

II. Selection rules

The electronic transitions of diatomic molecules are subject to the following selection rules:

• g ↔ u, g = g, u = u

• Σ+/− ↔ Σ+/−, Σ+/− = Σ−/+

• ∆Λ = 0,±1

• ∆Ω = 0,±1

• ∆S= 0

The observed transition (17) seems to violate the last selection rule. Usually "spin flips" are forbidden,
but because iodine is a rather heavy atom spin-orbit coupling sets in. This acts as a perturbation that
mixes states of different multiplicity.

1Linear combination of atomic orbitals
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III. Franck-Condon principle

As the mass of an electrons is far smaller than that of the nuclei, the nuclear positions during an
electronic transition stay the same. They adjust once the electrons stop moving. This can be seen in
the following figure:

Figure 3: Quantum mechanical version of the Franck-Condon principle

The upper potential curve is shifted along the x (Internuclear distance)-axis, because excitation leads
to higher antibonding. The transitions from one state happen, that are most similar to the end state.
The wavefunction that bears the highest resemblance to the original is given by the one with a peak
directly above the ground state. The transitions are therefore called vertical. The absolute square of
the overlap integral of two electronic states is called the Franck-Condon factor :

FC(ν ′, ν ′′) =
∣∣∣∣∫ ψ′ν(R)ψ′′ν (R)dr

∣∣∣∣2 (20)

The Franck-Condon factor defines the relative intensity of the electronic transition and can be cal-
culated by inserting the wavefunctions, given by the product of Gaussian bell functions and Hermite
polynomials.
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2 Experimental Procedure
2.1 Experimental set-up
I. Absortion spectrum

Figure 4: Experimental set-up for the absorption spectrum

Light emitted from a halogen lamp collimated by a lens and channelled into the iodine tube after
reflection by a mirror. The light leaving the iodine tube is once again reflected by a mirror and then
focused onto a CCD-spectrometer by another lens. The CCD-spectrometer collects data and transfers
it to the computer nearby.

II. Emission spectrum

Figure 5: Experimental set-up for the emission spectrum

For the absorption spectrum the second mirror of the previous set-up is replaced with the second lense.
The light now enters a monochromator and then a photomultiplier which sends data the computer
using a different measuring programme as before.
Before the emission spectrum is examined the monochromator is calibrated by swapping the halogen-
with a mercury-vapour lamp and measuring the resulting discrete spectrum. The comparison of the
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measured wavelengths of the spectral lines with the expected ones can be used to correct an offset
that the monochromator might exhibit.
The light required for the obtaining of an emission spectrum originates from a Helium-Neon laser. The
laser light is guided into the iodine by a mirror on the top side of the tube. The radiation leaving the
tube is captured by the monochromator and the photomultiplier. The iodine has to be present in gas
form. Despite its high boiling temperature, a fair amount of iodine is gaseous at room temperature.
To ensure a sufficient volume of gaseous iodine, it is advised to make liberal use of the freely available
hair dryer as a constant heat source.

2.2 Tasks
I. Absorption

1. Record the absorption spectrum of I2 with the CCD-spectrometer.

2. Identify the vibrational bands of the progression ν ′′ = 0

3. Calculate the constants ω′e and ω′ex′e using the Birge-Sponer-Plot.

4. Calculate the dissociation energy De in two different ways:
a) Using the approximation of the Morse potential
b) Summing over the energy differences

5. Determine the energy Ediss under which the I2 molecule dissociates, from the absorption spec-
trum.

6. Sketch the Morse potential for the excited state.

II. Emission

1. Record the spectrum of the mercury vapour lamp for wavelengths of 400−600 nm for calibration
purposes.

2. Record the emission spectrum of iodine of the I2 molecule for wavelengths of 600− 800 nm.

3. Carry out the calibration of the monochromator.

4. Identify the transition excited by the laser.

5. The relative intensities of the Stokes lines are to be examined.
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3 Evaluation
The entire evaluation was performed with R. The literature values were taken from the papers [5], [6]
and [7].

3.1 Absorption
3.1.1 Spectrum of the halogen lamp

The spectrum of the halogen lamp was measured without the iodine tube. As expected the spectrum
spans the entire visible wavelengths and has no absorption lines:

Figure 6: Spectrum of the halogen lamp

3.1.2 Identification of the vibrational bands pertainig to ν ′′ = 0

The absorption spectrum was able to be recorded with the CCD-spectrometer:

Figure 7: Overview of the Absorption Spectrum
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The identification of the bands is made easier by enlarging the segment of ca. 500-580 nm and using
the knowledge that the absorption band at a wavelength of λ = 545, 8 nm stems from the transition
ν ′′ = 0 → ν ′ = 25. The 25th band of the progression is marked by a vertical green line in the plot.
The distances between the dips of one progression become smaller with lower wavelengths because
they correspond to the difference in energy between the vibrational levels in the excited potential.
These converge to zero as discussed above.

Figure 8: Enlarged of the Absorption Spectrum

The dips associated with the ν ′′ = 0 band are marked in blue or with red crosses. Looking at lower
values of the wavelength one is able to identify 27 further bands (up to ν ′′ = 0 → ν ′ = 52). The
identification of more bands at lower wavelengths becomes very difficult as the dips shrink rapidly.
Two additional bands were identified to the right of the given 25th band (down to ν ′′ = 0→ ν ′ = 23).
The presence of dips caused by the first (or even second) progressions at higher wavelengths makes
the classification of more bands very tedious and prone to errors. An attempt was made to fit Gauss-
functions to the peaks confined by the absorption dips. The fits that resulted in success are displayed
in blue. The dips for which the fit did not converge are marked with red crosses. The uncertainty
of the wavelength of the absorbed radiation can be extracted from the standard deviation of these
fits. The uncertainty was set as half the standard deviation of the Gaussian functions (reasoning on
following page). The uncertainty of neighbouring dips was used for the ones for which the fits failed.
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3.1.3 Calculation of ω′e and ω′ex′e from the Birge-Sponer plot

The Birge-Sponer plot for the zero progression is obtained by plotting the energy differences ∆G
(
ν ′ + 1

2

)
against the vibrational quantum number ν̃ = ν ′ + 1

2 .

Figure 9: Birge-Sponer plot with quadratic fit

The energy differences are in the unit of wavenumbers:

∆G
(
ν ′ + 1

2

)
= 1
λ(ν ′ + 1) −

1
λ(ν ′) (21)

The error bars originate from the standard deviation of the Gauss-fits, as described above. The
uncertainties of the energy differences (the error bars) are given by error propagation:

s∆G(ν′+ 1
2 ) =

√(
sλ(ν′+1)
λ(ν ′ + 1)2

)2
+
(
sλ(ν′)
λ(ν ′)2

)2
(22)

The value for χ2 (very close to 1) indicates the choice for the uncertainty of the wavelength was well
founded. The molecular constants were obtained by fitting the function given by formula (10) to the
data (see Figure 8):

ω′e = (170± 20) cm−1

ω′ex
′
e = (2± 0.7) cm−1

ω′ey
′
e = (0.011± 0.006) cm−1

(23)
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The apparent value for ω′ey′e obtained from the fit has an alarmingly high uncertainty (a relative error
of over 50%). Because of this and the fact that the slope of the curve becomes saturated, which results
in a highly unlikely intersection with the x-axis, a fit without the quadratic term was performed. The
values extracted from this were used for further calculations:

Figure 10: Birge-Sponer plot with linear fit

The results of this fit are:

ω′e = (131± 5) cm−1

ω′ex
′
e = (0.97± 0.06) cm−1 (24)

The literature values for the molecular constants are:

ω′elit = 125.273 cm−1

ω′ex
′
elit

= 0.70163 cm−1 (25)

The experimental value for ωe is compatible with the literature value in a range of 1σ. In contrast
the value for ω′ex′e shows a discrepancy of around about 4σ. This could be explained by an insufficient
amount of data, particularly at higher vibrational quantum numbers.
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3.1.4 Calculation of the dissociation energy of the B3Π+
0u state

The dissociation energy De of the excited state is determined with two different methods. The liter-
ature value is:

Delit
= 4391 cm−1 (26)

a) Approximation with Morse potential

The dissociation energy can be calculated using formula (8), with following uncertainty:

De = ω2
e

4ωexe
sDe =

√( 2ωe
4ωexe

)2
s2
ωe

+
(

ω2
e

4(ωexe)2

)2
s2
ωexe

(27)

The calculated value is:

DeMo = (4400± 400) cm−1 (28)

This value boasts a rather high uncertainty and is therefore compatible with the literature value in a
range of under 1σ.

b) Summing over the energy differences

As mentioned in the theoretical part the sum of all of the energy differences in the Birge-Sponer plot
(from ν = 0 to νdiss) corresponds to the dissociation energy. However summing directly proves to be
difficult, due to the lack of data for ν ′ < 23 and ν ′ > 52. Thankfully an alternative to the summation
exists.
The area enclosed by the curve and the x-axis, which corresponds to dissociation energy, can be
attained by computing following integral:

De =
∫ νdiss

0
∆G(ν̃)dν ′ (29)

The integer value of νdiss can be found by calculating the intersection of the linear function seen in
the Birge-Sponer plot with the x-axis.

νdiss = ωe
2ωexe

− 1 with sνdiss
=
√(

sωe

2ωexe

)2
+
(
ωesωexe

2(ωexe)2

)2
(30)

The value for νdiss obtained by evaluating these expressions is:

νdiss = 67± 5 (31)

The area under the curve corresponds to that of a triangle with side lengths ωe and νdiss:

De = 1
2ωeνdiss (32)
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The uncertainty for the area under the curve and therefore De is given by:

sDe =
√(

sωe

ωe

)2
+
(
sνdiss

νdiss

)2
De (33)

The end result for De using this method is:

DeSum = (4400± 400) cm−1 (34)

The value once again matches the literature value in a range of 1σ.

3.1.5 Graphical determination of Ediss
The energy under which the iodine molecule dissociates Ediss can be extracted from the absorption
spectrum by analysing the low wavelength part. The aim is to find the value of the lowest wavelength
under which absorption dips are discernible. Below this limit absorption is continuous because the I2
molecule will have dissociated into fragments which have varying kinetic energies. An enlarged image
of the low wavelength part of the spectrum can be seen here:

Figure 11: Enlarged low wavelength section of the absorption spectrum

The wavelength at which the dissociation commences and its uncertainty were estimated to be:

λdiss = (501± 2) nm (35)
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The corresponding energy in wavenumbers is:

Ediss = (19960± 80) cm−1 (36)

The literature value for the dissociation is:

Edisslit = 20014 cm−1 (37)

The values are compatible in a range of 1σ.

3.1.6 Morse potential for the excited state

In order to plot the Morse potential of the excited, the constants De, a and re are required. As two
values for De were determined in the last section, a Morse potential for each of them will be plotted.
The value for a can be ascertained from the results of the measurements with the following calculation
(used constants in footnote):

a = 2
√
ωexeπcµ

~
sa = a

2ωexe
sωexe

a = (1.91± 0.06) 1
Å

(38)

The theoretical value for the rotation constant is B′e = 0.029 cm−1. From this, one is able to calculate
the bond length re:

re =
√

~
4πcµB′e

= 3.026 Å (39)

The resulting Morse potentials can be seen below:

Figure 12: Morse potential of the excited state

µ = 1.0544 · 10−25 kg
c = 3 · 108 m

s
~ = 1.0546 · 10−34 Js
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3.2 Emission
3.2.1 Calibration with mercury vapour lamp

The result of the calibration measurement with the mercury vapour lamp can be seen here:

Figure 13: Measured mercury vapour lamp

The wavelengths displayed by the computer must be converted into their true wavelength. This is
accomplished by comparing the wavelengths of the measured peaks with the literature values and
taking the mean (∆λ) of the differences:

Literature value / nm Measured wavelength / nm ∆λ
404.66 405.06 −0.4
435.83 436.92 −1.09
546.07 547.3 −1.23
576.96 577.73 −0.77
579.07 579.8 −0.73

⇒ ∆λ = −0.84

Table 1: Literature and experimental values for the spectral lines

The mean value was subsequently subtracted from the measured wavelength in order to obtain the
corrected wavelength.
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3.2.2 Laser light peak

The mirror and lens of the experimental set-up for the emission spectrum was adjusted in order to
ensure maximum intensity for the emission peaks. Afterwards the peak originating from transmitted
laser light was recorded:

Figure 14: He-Ne laser peak (slightly smoothed)

The wavelength at the maximum of the peak was determined to be λmax = (632.3 ± 0.9)nm. The
uncertainty for the peak maximum was estimated by fitting a Gaussian function to the peak (see fig.
below) and taking the FWHM (Full width at half maximum). The expected value for the maximum is
λHe−Ne = 632.8 nm. These values are compatible in a range of 1σ. This indicates that the calibration
contained no serious error.

Figure 15: He-Ne laser peak with Gaussian fit
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3.2.3 Emission spectrum of I2

The recorded emission spectrum with marked emission lines can be seen below. The y-axis is given in
relative intensity (relative to the intensity of the highest peak)

Figure 16: Measured emission spectrum

The wavelengths at which emission occurs could be taken straight from the graph. The error was
determined by fitting Gaussian functions to the peaks and using their FWHM as uncertainty. The
wavelengths and corresponding energy of the peaks are listed in the table below:

Peak number λ / nm G / cm−1
1 (641.3± 1.4) (15590± 70)
2 (650.3± 1.3) (15380± 60)
3 (659.4± 1.3) (15170± 60)
4 (668.3± 1.1) (14960± 50)
5 (677.8± 1.9) (14760± 80)
6 (687.4± 2.0) (14550± 90)
7 (696.9± 1.2) (14350± 50)
8 (707.1± 1.3) (14140± 50)
9 (717.4± 1.6) (13940± 60)

Table 2: Experiment values for the wavelengths and energies of the emission lines

The vibronic transitions of the Stokes lines in the measured emission spectrum can be identified by
comparison with the theoretically calculated values for the energy (using formule (16)). This was done
for the first five maxima. The assigned energies
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ν ′ G(ν ′′ = 4) G(ν ′′ = 5) G(ν ′′ = 6)/ G(ν ′′ = 7)/ G(ν ′′ = 8) G(ν ′′ = 9)
1 15004 14795 14588 14382 14177 13974
2 15126 14918 14711 14505 14300 14096
3 15247 15039 14832 14626 14421 14217
4 15367 15159 14951 14745 14541 14337
5 15485 15277 15070 14864 14659 14455
6 15602 15394 15187 14980 14776 14572
7 15718 15509 15302 15096 14891 14688
8 15832 15623 15416 15210 15005 14802
9 15944 15736 15529 15323 15118 14914

Table 3: Theoretical energy values for the transitions (in wavenumbers)

The Stokes lines of the emission spectrum originate from the ν ′ = 6 and ν ′ = 11 excited levels ([7]).
The first five maxima match the energies of the ν ′ = 6 excited state within their respective errors.
They were assigned the following transitions:

Peak Transition
1 ν ′ = 6→ ν ′′ = 4
2 ν ′ = 6→ ν ′′ = 5
3 ν ′ = 6→ ν ′′ = 6
4 ν ′ = 6→ ν ′′ = 7
5 ν ′ = 6→ ν ′′ = 8

Table 4: Assigned transition

The relative intensities of each peak are:

Peak Relative intensity
1 0.805
2 0.928
3 1.000
4 0.434
5 0.403

Table 5: Measured relative intensities

The higher the relative intensity of the peak, the higher the probability for this transition. The
resulting fluorescence spectrum can be compared to the experimental results from the paper by Palmer,
Cruickshank and Lewis [7]. The emission spectrum that they were able to record can be seen below:
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Figure 17: Experimental results from [7] for comparison

The positions of the peaks are very similar in both emission spectra. The relative intensities of the
Stokes lines are also roughly the same. The only exception is the fourth maximum in the measured
spectrum, which has a relative intensity of only 0.434. Judging from the experimental results of the
publication this should be around about the relative intensity of the first peak. In the experiment the
first peak is nearly twice as high as the fourth one. This can be explained by slight alterations of the
beam path during the measurement and irregular heating of the iodine tube. This might have resulted
in an inhomogeneous distribution of the gaseous iodine. Furthermore the presence of an absorbing
substance of exactly this wavelength may explain the drastic decline of the height of the peak.
All in all the recorded emission spectrum appears to offer rather good qualitative information on the
fluorescence induced by a Helium-Neon laser. Although there seems to be considerable amount of
background noise afflicting the measurements.
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4 Summary
4.1 Absorption
Following values for the molecular constants were obtained by using a Birge-Sponer plot:

Measured value / cm−1 Literature value / cm−1

ω′e (131 ± 5) 125.273
ω′ex

′
e (0.97 ± 0.06) 0.70163

Table 6: Literature and experimental values for the vibrational and anhrmonicity constant

The values for the vibrational constants match in a range of 1σ. However the anharmonicity constants
are 4σ apart.
The main reason for this is that the quadratic function which was fitted to the data was approximated
linearly. The identification of additional bands at lower wavelengths would have drastically improved
the end result, as the function is quadratic in the vibrational quantum number.
The limited spectral resolution of the CCD-spectrometer did not suffice for an exact identification of
the absorption dips. This may have been exacerbated by the presence of noise caused by dark current
inherent to the CCD-spectrometer.
The lamp and the correct set-up of the beam path did not prove to be very problematic in the meas-
uring of the absorption spectrum.

Using the molecular constants extracted from the Birge-Sponer plot the dissociation energy of the
excited (B3Π+

0u) state could be determined with two methods. The first method was with the approx-
imation of the Morse potential. The second method was summing over the energy differences in the
Birge-Sponer plot. The results and the literature value can be seen in following table:

DeMo / cm−1 DeSum / cm−1 Delit

(4400 ± 400) (4400 ± 400) 4391

Table 7: Literature and experimental values for the dissociation energy of the B3Π+
0u state

The resulting values of both methods match the literature value in a range of 1σ. Neither of the
methods proved to be particularly exact. This is due to the fact that both methods incorporate the
errors pertaining to the Birge-Sponer plot. Accordingly the same systematic and statistical errors ap-
ply. The approximation through the Morse potential leads to a surprisingly good result, considering
its simplicity.

The dissociation energy of the iodine molecule was found graphically:

Ediss / cm−1 Literature value / cm−1

(199960 ± 80) 20014

Table 8: Literature and experimental values for the dissociation energy of the I2 molecule

The values are compatible in a range of 1σ. Although finding the wavelength at which the discrete
absorption spectrum becomes indistinguishable from a continuum was error-prone. The uncertainty
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was chosen accordingly. Once again the difficulty could be reduced by using a more high resolution
spectrometer.

A Morse potential of the excited state was plotted with both values for the dissociation energy. The
difference between the two graphs is minuscule and both the plots appear to be realistic.

In conclusion the analysis of the absorption spectrum with the Birge-Sponer plot gave rise to realistic
results, despite their slightly high uncertainty.

4.2 Emission
In the recorded emission spectrum the Stokes lines caused by transitions from the ν ′ = 6 state could
be identified. The relative intensities of the majority of the peaks was strikingly similar to the results
of a Helium-Neon laser fluorescence experiment published in the American Journal of Physics in 1994.
The only exception is the fourth peak. The peak is approximately half as high as expected.
A reason for this could, be as previously stated, an absorbing substance. Relying on the hair dryer as
a heat source, to ensure gaseous iodine, may have resulted in an inhomogeneous distribution of it in
the iodine tube. Furthermore the experimental set-up was highly sensitive to slight alterations in the
change of the lens and mirror.
The monochromator used for the measurement was very old and so was the used software. The
conversion of the number of steps recorded by the software into wavelengths probably led to a fur-
ther systematic error which was considered in the error estimation. The estimation of the uncertainty
of the peak location with the FWHM of the fitted Gaussian functions may have even been to optimistic.

A final source of error was the photomultiplier and accompanying electronics. The noise afflicting the
recorded emission spectrum points to dark current in the photomultiplier or the presence of unwanted
background light. As the background light was kept to a minimum the former is more likely. It is
highly improbable that the photomultiplier was able to deliver constant levels of amplifications for
every incident photon. Thermal noise or electronic noise could have been amplified by the photomul-
tiplier causing the signal to deteriorate. The observed movement of the intensity indicating needle
while adjusting the measuring range of the monochromator, support the concerns about the quality
of the experimental apparatus.

All in all the obtained fluorescence spectrum proved to be an adequate result, providing useful inform-
ation on vibronic transitions.
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5 Appendix
5.1 Measured data

Figure 18: Laboratory journal entry
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5.2 R Source code
5.2.1 Absorption

1 graphics.off()
2 path = dirname(dirname(sys.frame(1)$ofile))
3

4 files = dir(paste(path, "Absorption", sep = "/"), full.names = TRUE, pattern = ".txt
")

5 #filter Files
6 # files = files[grepl("Jod2", files)]
7

8 # some constants
9 h = 6.6026e-34

10 hbar = h / 2 / pi
11 c_ = 3e8
12 q = 1.602177e-19
13

14 # make filename
15 for(file_ in files[grepl("keinJod", files)]){
16 cat("\nstarting ", basename(file_), sep ="")
17 flush.console()
18 # read file to get header and relevant linenumbers
19 temp_ = readLines(file_)
20 skip = grep(">>>>>Begin Processed Spectral Data<<<<<", temp_)
21 nlines = grep(">>>>>End Processed Spectral Data<<<<<", temp_) - skip - 2
22

23 # actualy reading the data
24 data_ = read.csv(file_, sep = "\t", skip = skip, nrows = nlines, dec = ",")
25

26 # create a .png
27

28

29 png(sub("\\.txt", "\\.png", file_), width = 6, height = 4, units = "in", res
= 600)

30 par("mar" = c(4, 4, 1, 1))
31 par("oma" = c(0, 0, 0, 0)+.2)
32

33 # plot the diagramm
34 plot(data_,
35 xlab = expression(lambda * " [nm]"),
36 ylab = expression(Intensity * " [arb. unit]"),
37 type = "l",
38 lwd = .5
39 )
40

41 # make it more pretty
42 abline(h = axTicks(2), v = axTicks(1), lwd = .25, col = "#88888888")
43 dev.off()
44 cat("\npng saved", sep ="")
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45 flush.console()
46 }
47

48 for(file_ in files[grepl("Jod2", files)]){
49 cat("\nstarting ", basename(file_), sep ="")
50 flush.console()
51 # read file to get header and relevant linenumbers
52 temp_ = readLines(file_)
53 skip = grep(">>>>>Begin Processed Spectral Data<<<<<", temp_)
54 nlines = grep(">>>>>End Processed Spectral Data<<<<<", temp_) - skip - 2
55

56 # actualy reading the data
57 data_ = read.csv(file_, sep = "\t", skip = skip, nrows = nlines, dec = ",")
58

59 # create a .png
60

61

62 png(sub("\\.txt", "\\.png", file_), width = 6, height = 4, units = "in", res
= 600)

63 par("mar" = c(4, 4, 1, 1))
64 par("oma" = c(0, 0, 0, 0)+.2)
65

66 # plot the diagramm
67 plot(data_,
68 xlab = expression(lambda * " [nm]"),
69 ylab = expression(Intensity * " [arb. unit]"),
70 type = "l",
71 lwd = .5
72 )
73

74 # make it more pretty
75 abline(h = axTicks(2), v = axTicks(1), lwd = .25, col = "#88888888")
76 dev.off()
77 cat("\npng saved", sep ="")
78 flush.console()
79

80

81 # Auswertung
82 rng_ = c(495, 600)
83 lambd_ = 545.8 # Known peak
84 lambd_id = 25 # peak number 25
85 lower_end = 505
86

87 x = data_[[1]]
88 y = data_[[2]]
89

90 rng = intersect(which(x >= min(rng_)), which(x <= max(rng_)))
91

92 x = x[rng]
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93 y = y[rng]
94

95 ddy = diff(sign(diff(y)))
96 mins = which(ddy == 2)+1
97 mins = mins[which(x[mins] > lower_end)]
98 peak0 = which(abs(x[mins]-lambd_) == min(abs(x[mins]-lambd_)))
99 s_lamd = abs(round(x[mins[peak0]] - lambd_, 1))

100 peaks = mins[c(1:(peak0), peak0 + c(2,5))]
101

102 no_peaks= c(116)
103 peaks = peaks[!(peaks %in% no_peaks)]
104

105

106 png(sub("\\.txt", "\\_zoom.png", file_), width = 6, height = 4, units = "in"
, res = 600)

107 par("mar" = c(4, 4, 1, 1))
108 par("oma" = c(0, 0, 0, 0)+.2)
109 plot(
110 x,
111 y,
112 xlim = range(x[peaks]) + c(-15, 15),
113 xlab = expression(lambda * " [nm]"),
114 ylab = expression(Intensity * " [arb. unit]"),
115 type = "l",
116 lwd = .5
117 )
118 abline(v = lambd_, col = "#00B00088")
119 # points(x[mins[peak0]], y[mins[peak0]], pch = 20, col = "green", cex = 1.5)
120

121 real_peaks = c(mins[peak0])
122 sigmas = c()
123 ssigmas = c()
124 As = c()
125 Bs = c()
126 Cs = c()
127 mus = c()
128 for(peak in peaks){
129 test_rng = (peak-3):(peak+3)
130 min_ = which(y[test_rng] == min(y[test_rng]))
131

132 if(min_ == 4){
133 real_peaks = c(real_peaks, peak)
134 dat = data.frame(x[test_rng], y[test_rng])
135 names(dat) = c("x", "y")
136 fit_g = try(
137 nls(
138 y ~ A + B * x + C * exp(-(x-mu)^2 / (2 * sigma

^2)),
139 data = dat,
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140 start = list(
141 A = max(dat$y),
142 B = 0,
143 C = diff(range(dat$y)),
144 mu = mean(dat$x),
145 sigma = abs(diff(range(dat$x))/4)
146 ),
147 control = list(maxiter = 500000)
148

149 ),
150 silent = TRUE
151 )
152 if(grepl("Error", fit_g[[1]])){
153 cat("\nfit not possible:\t", peak, sep = "")
154 flush.console()
155 points(x[peak], y[peak], col = "red", pch = 4)
156 sigmas = c(sigmas, -1)
157 ssigmas = c(ssigmas, -1)
158 } else {
159 A = summary(fit_g)[[10]][1]
160 B = summary(fit_g)[[10]][2]
161 C = summary(fit_g)[[10]][3]
162 mu = summary(fit_g)[[10]][4]
163 sigma = summary(fit_g)[[10]][5]/2
164 ssigma = summary(fit_g)[[10]][10]/2
165

166 sigmas = c(sigmas, sigma)
167 ssigmas = c(ssigmas, ssigma)
168 As = c(As, A)
169 Bs = c(Bs, B)
170 Cs = c(Cs, C)
171 mus = c(mus, mu)
172

173 curve(A + B * x + C * exp(-(x-mu)^2 / (2 * sigma^2)),
from = x[min(test_rng)], to = x[max(test_rng)], col
= "blue", add = TRUE)

174

175 }
176

177 } else{ # NOT A PEAK!!!!
178 cat("\nnot a peak:\t", x[peak], sep = "")
179 flush.console()
180 }
181 }
182 j = which(sigmas != -1)
183 for(i in which(sigmas == -1)){
184 idx = j[which(abs(j - i) == min(abs(j - i)))]
185 print(idx)
186 sigmas[i] = mean(sigmas[idx])
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187 ssigmas[i] = mean(ssigmas[idx])
188 }
189 print(weighted.mean(abs(sigmas), ssigmas^-2))
190

191 p = unique(x[sort(real_peaks)])
192 pid = which(p == x[mins[peak0]])
193 id = lambd_id + pid - 1:(length(p)-1) + .5
194 p = p * 10^-9
195 a = rank(p)
196 sigmas = sigmas[a]
197

198 nu = 1 / p / 100
199 s_nu = sigmas * 10^-9 / 100 / p^2
200

201 dnu = abs(diff(nu))
202 s_dnu = sapply(1:(length(s_nu)-1), function(x)(sqrt((s_nu[x]^2)
203 + (s_nu[x+1]^2) )))
204

205 cat("\n")
206 flush.console()
207 # points(x[real_peaks], y[real_peaks], col = "blue", pch = 20)
208 df = data.frame(id, dnu, s_dnu)
209

210 write.csv(df, file = sub("\\.txt", "\\ids.csv", file_), row.names = FALSE,
quote = FALSE)

211 abline(h = axTicks(2), v = axTicks(1), lwd = .25, col = "#88888888")
212 dev.off()
213

214

215 png(sub("\\.txt", "\\_zoom2.png", file_), width = 6, height = 4, units = "in
", res = 600)

216 par("mar" = c(4, 4, 1, 1))
217 par("oma" = c(0, 0, 0, 0)+.2)
218 rng = intersect(which(data_[[1]] >= x[peaks[1]] - 25 ), which(data_[[1]] <=

x[peaks[1]] + 25))
219 plot(
220 data_[[1]][rng],
221 data_[[2]][rng],
222 xlim = c(490, 510),
223 ylim = c(min(data_[[2]][rng]), 20000),
224 xlab = expression(lambda * " [nm]"),
225 ylab = expression(Intensity * " [arb. unit]"),
226 type = "l",
227 lwd = .5
228 )
229

230 points(x[peaks], y[peaks], pch = 4, col = "#0000B088")
231 arrows(499, 15000, 503, 15000, code = 3, angle = 90, length = 0.0175, col =

"#B00000")
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232 lines(c(501, 501), c(0, 15000), col = "#B00000", lwd = .5)
233 # lambda = 501nm
234 # s_lambda = 2nm
235

236 G = 1 / (501e-9) / 100
237 s_G = (2 / 501) * G
238 cat("\nWellenzahl des letzen Uebergangs:\n\t", G, "\n\t+-", s_G, "\n", sep =

"")
239 text(501, 15000, bquote(( 501 %+-% 2 ) * nm), pos = 3)
240

241 abline(h = axTicks(2), v = axTicks(1), lwd = .25, col = "#88888888")
242 dev.off()
243

244

245

246 # fit toobtain starting values
247 fit = lm(dnu ~ id, weights = s_dnu^-2)
248

249 aa = coef(fit)[[1]]
250 s_aa = summary(fit)$coefficients[3]
251 stg = coef(fit)[[2]]
252 s_stg = summary(fit)$coefficients[4]
253

254 id0 = -aa/stg
255

256 # obtaining omegas
257 we = - stg / 2 + aa
258 s_we = sqrt(s_stg^2 / 4 + s_aa^2)
259

260 wex = -stg / 2
261 s_wex = s_stg / 2
262

263 # Gammelfit
264 cat("\nstarting Gammelfit")
265 flush.console()
266 fit_gammel = nls(
267 dnu ~ we - wex * (2 * (id-.5) + 2) + wey * (3 * (id-.5)^2 + 6 * (id

-.5) * 13 / 4),
268 dat = df[1:2],
269 start = list(
270 we = - stg / 2 + aa,
271 wex = - stg / 2,
272 wey = 0
273 ),
274 weights = s_dnu^-2
275 )
276 we = summary(fit_gammel)$coefficients[1]
277 s_we = summary(fit_gammel)$coefficients[4]
278 wex = summary(fit_gammel)$coefficients[2]
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279 s_wex = summary(fit_gammel)$coefficients[5]
280 wey = summary(fit_gammel)$coefficients[3]
281 s_wey = summary(fit_gammel)$coefficients[6]
282

283 gammel_dnu2_ = function(id){
284 return(
285 we - wex * (2 * (id-.5) + 2) + wey * (3 * (id-.5)^2 + 6 * (id

-.5) * 13 / 4)
286 )
287 }
288 chi2 = sum((gammel_dnu2_(id) - dnu)^2*s_dnu^-2)/ length(s_dnu)
289 print(chi2)
290

291 png(sub("\\.txt", "\\_spooner_gammel.png", file_), width = 6, height = 4,
units = "in", res = 600)

292 par("mar" = c(4, 4.5, 1, 1))
293 par("oma" = c(0, 0, 0, 0))
294

295 plot(df$id, df$dnu, ylab = expression(Delta * G * " [" * cm^-1* "]"), xlab =
expression(tilde(nu) == nu + frac(1, 2)), pch = 4, ylim = range(df$dnu +
df$s_dnu, df$dnu - df$s_dnu, 0))

296

297 arrows(df$id, df$dnu + df$s_dnu, df$id, df$dnu - df$s_dnu, code = 3, angle =
90, length = 0.0175)

298

299 curve(gammel_dnu2_, add = TRUE, col = "red", from = 0 , to = 100)
300

301 upperend = (we - 2 * wex ) / (2 * wex)
302 s_upperend = sqrt((s_we / 2 / wex)^2 + (we * s_wex/ 2 / (wex)^2)^2)
303

304 D_nu = we * upperend / 2
305 s_D_nu = D_nu * sqrt((s_we/we)^2+ (s_wex/wex)^2)
306

307 D_nuE = D_nu * h * c_ * 100 / q
308 s_D_nuE = s_D_nu * h * c_ * 100 / q
309

310

311 abline(h = axTicks(2), v = axTicks(1), lwd = .25, col = "#88888888")
312 legend("bottomleft",
313 c(
314 as.expression(bquote(Delta * G(tilde(nu))==omega[e] - omega[e]

*x[e]*(2 * nu + 2) + omega[e]*y[e]*(3 * nu^2+ 6*nu*13/4))),
315

316 as.expression(bquote(omega[e]: (.(round(we, 2)) %+-% .(round(s
_we, 2)))*cm^-1)),

317 as.expression(bquote(omega[e]*x[e]: (.(round(wex, 3)) %+-% .(
round(s_wex, 3)))*cm^-1)),

318 as.expression(bquote(omega[e]*y[e]: (.(round(wey, 3)) %+-% .(
round(s_wey, 3)))*cm^-1)),
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319

320 as.expression(bquote(integral(Delta * G(tilde(nu))*d *nu, 0,
nu[diss]) == (.(round(D_nu, 0))%+-% .(round(s_D_nu, 0)))*
cm^-1)),

321 as.expression(bquote(Chi[red]^2: .(chi2)))
322 ),
323 lty = c(1, 0, 0, 0, 0, 0),
324 col = c("red", "black", "black", "black", "black", "black"),
325 cex = .6, bg = "#FFFFFF88"
326 )
327

328 dev.off()
329 cat("Gammelfit finisched", sep = "")
330 cat("\n\nTermdifferenz:\n(", D_nuE, "\t+-", s_D_nuE, ")eV", sep = "")
331 flush.console()
332

333

334

335

336 # actual Fit
337 fit2 = nls(
338 dnu ~ we - wex * (2 * (id-.5) + 2),
339 dat = df[1:2],
340 start = list(
341 we = - stg / 2 + aa,
342 wex = - stg / 2
343 ),
344 weights = s_dnu^-2
345 )
346 we = summary(fit2)$coefficients[1]
347 s_we = summary(fit2)$coefficients[3]
348 wex = summary(fit2)$coefficients[2]
349 s_wex = summary(fit2)$coefficients[4]
350

351 dnu2_ = function(id){
352 return(
353 we - wex * (2 * (id-.5) + 2)
354 )
355 }
356 s_dnu2_ = function(id){
357 return(
358 abs(s_we - s_wex * (2 * (id-.5) + 2))
359 )
360 }
361 chi2 = sum((dnu2_(id) - dnu)^2*s_dnu^-2)/ length(s_dnu)
362 print(chi2)
363

364 png(sub("\\.txt", "\\_spooner.png", file_), width = 6, height = 4, units = "
in", res = 600)
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365 par("mar" = c(4, 4.5, 1, 1))
366 par("oma" = c(0, 0, 0, 0))
367

368 plot(df$id, df$dnu, ylab = expression(Delta * G * " [" * cm^-1* "]"), xlab =
expression(tilde(nu) == nu + frac(1, 2)), pch = 4, ylim = range(df$dnu +
df$s_dnu, df$dnu - df$s_dnu, 0))

369

370 arrows(df$id, df$dnu + df$s_dnu, df$id, df$dnu - df$s_dnu, code = 3, angle =
90, length = 0.0175)

371

372 curve(dnu2_, add = TRUE, col = "red", from = 0 , to = 100)
373

374 upperend = round(we/(2* wex) -1)
375 s_upperend = sqrt((s_we / 2 / wex)^2 + (we * s_wex/ 2 / (wex)^2)^2)
376

377 D_nu = upperend * .5 * we
378 s_D_nu = D_nu * sqrt((s_we/we)^2+ (s_upperend/upperend)^2)
379

380

381 D_nuE = D_nu * h * c_ * 100 / q
382 s_D_nuE = s_D_nu * h * c_ * 100 / q
383

384

385 abline(h = axTicks(2), v = axTicks(1), lwd = .25, col = "#88888888")
386 legend("bottomleft",
387 c(
388 as.expression(bquote(Delta * G(tilde(nu))==omega[e] - omega[e]

*x[e]*(2 * nu + 2))),
389

390 as.expression(bquote(omega[e]: (.(round(we, 2)) %+-% .(round(s
_we, 2)))*cm^-1)),

391 as.expression(bquote(omega[e]*x[e]: (.(round(wex, 3)) %+-% .(
round(s_wex, 3)))*cm^-1)),

392

393 as.expression(bquote(integral(Delta * G(tilde(nu))*d *nu, 0,
nu[diss]) == (.(round(D_nu, 0))%+-% .(round(s_D_nu, 0)))*
cm^-1)),

394 as.expression(bquote(Chi[red]^2: .(chi2)))
395 ),
396 lty = c(1, 0, 0, 0, 0, 0),
397 col = c("red", "black", "black", "black", "black", "black"),
398 cex = .6, bg = "#FFFFFF88"
399 )
400

401 cat("\n\nTermdifferenz:\n(", D_nuE, "\t+-", s_D_nuE, ")eV", sep = "")
402 flush.console()
403

404 # Morsepotential
405 D_e = we^2 / (4 * wex) # [cm^-1]
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406 s_D_e = sqrt(4 * (s_we/we)^2 + (s_wex/wex)^2 ) * D_e
407

408 D_eE = D_e * h * c_ * 100 / q
409 s_D_eE = s_D_e * h * c_ * 100 / q
410 cat("\nMorespotetial:\n(", D_eE, "\t+-", s_D_eE, ")eV\n", sep = "")
411

412 flush.console()
413 dev.off()
414

415 # Anregungsenergie
416 # sigma00 = G0 = G’(nu = n) - n * (Delta G’(.5) + Delta G’(nu + .5) / 2)
417 DGhalf = we - wex * (2 * 0 + 2)
418 n = (tail(id, 1)-.5)
419 G0 = tail(nu, 1) - n * (DGhalf + (we - wex * (2 * (n+.5) + 2))) / 2
420 s_G0 = tail(nu, 1) - n * (DGhalf + (we - wex * (2 * (n+.5) + 2))) / 2
421

422 G0l = 1 / (G0 * 100 * 10^-9)#nm for comparison with the laser
423

424 G0E = G0 * h * c_ * 100 / q #eV
425 s_G0E = s_G0 * h * c_ * 100 / q #eV
426

427

428 # Dissociation energy
429 # E_diss = simga00 - G(0) + De
430 we0 = 214.5200 #cm^-1 literatur
431 wex0 = .6079 #cm^-1 literatur
432 G00 = we0 - wex0 * (2 * 0 + 2)
433 s_G00 = 0 # no error in literature
434

435

436 G00E = G00 * h * c_ * 100 / q
437 s_G00E = s_G00 * h * c_ * 100 / q
438

439

440

441 E_diss = G0E - G00E + D_nuE
442 # s_E_diss = s_G0E - s_G00E + s_D_nuE
443

444

445

446

447 # Plot morse potential
448 mu = 1.05e-25
449 a = sqrt(wex * 100 * 4 * pi * c_ * mu / hbar) * 10^-10 # in Angstrom^-1
450

451 s_a = a / (2 * wex) * s_wex # TIM
452

453

454
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455 re = 3.02 # in Angstrom
456

457 morse1 = function(r){
458 return(D_nuE * (1 - exp(-a * (r - re)))^2)
459 }
460 morse2 = function(r){
461 return(D_eE * (1 - exp(-a * (r - re)))^2)
462 }
463

464 png(sub("\\.txt", "\\morse.png", file_), width = 6, height = 4, units = "in"
, res = 600)

465 par("mar" = c(4, 4, 1, 1))
466 par("oma" = c(0, 0, 0, 0)+.2)
467

468 curve(
469 morse1,
470 from = 2.6,
471 to = 6,
472 xlab = expression(R ~ "["* ring(A)*"]" ),
473 ylab = expression(E ~ "[eV]" ),
474 col = "#00B000"
475 )
476 curve(
477 morse2,
478 xlab = expression(R ~ "["* ring(A)*"]" ),
479 ylab = expression(E ~ "[eV]" ),
480 col = "#B00000",
481 add = TRUE
482 )
483 abline(h = axTicks(2), v = axTicks(1), lwd = .25, col = "#88888888")
484 legend(
485 "topright",
486 c(
487 expression(D[e["sum"]]),
488 expression(D[e[Mo]])
489 ),
490 col = c("#00B000", "#B00000"),
491 lty = c(1, 1)
492 )
493

494 dev.off()
495 }

5.2.2 Calibration

1 graphics.off()
2 path = dirname(dirname(sys.frame(1)$ofile))
3
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4 files = dir(paste(path, "Emission", "Kalibration", sep = "/"), full.names = TRUE,
pattern = ".dat")

5

6 # literature values
7 lengths = c(400, 600)
8 soll_max= c(404.66, 435.83, 546.07, 576.96, 579.07)
9

10 # find maxima above value
11 trigger = 10
12

13

14 for(file_ in files){
15 cat("\nstarting ", basename(file_), sep ="")
16 # read file to get header and relevant linenumbers
17 temp_ = readLines(file_)
18

19 # actualy reading the data
20 data_ = read.csv(file_, sep = "\t", dec = ",")
21 x = data_[[1]]
22 y = data_[[2]]
23

24 # find peaks
25 m = which(y > trigger)
26 m_ = c(1, which(diff(m) > 2), length(m))
27

28 maxs = c()
29 #modifying data
30 x2 = lengths[1] + diff(range(lengths))/diff(range(x)) * x
31

32 for(i in 2:6){
33 rng = m[(m_[i-1]):(m_[i])]
34 max_= x2[rng[which(y[rng] == max(y[rng]))]]
35 maxs = c(maxs, max_)
36 print(max_)
37 }
38

39

40 # create a .png
41 png(sub("\\.dat", "\\.png", file_), width = 6, height = 4, units = "in", res

= 600)
42 par("mar" = c(4, 4, 1, 1))
43 par("oma" = c(0, 0, 0, 0)+.1)
44

45 # plot the diagramm
46 plot(
47 x2,
48 y,
49 xlab = expression(lambda * " [nm]"),
50 ylab = expression(Intensity * " [x*V]"),
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51 type = "l",
52 lwd = .25
53 )
54

55 # make it more pretty
56 abline(h = axTicks(2), v = axTicks(1), lwd = .125, col = "#88888888")
57

58 # add literature values
59 abline(v = soll_max, lty = 2, lwd = .5, col = "#00B000")
60 abline(v = maxs, lty = 2, lwd = .5, col = "#880000")
61

62 # text(400, 100, "Lit.", col = "#00B000", pos = 4)
63 # text(425, 100, "Mess.", col = "#880000", pos = 4)
64 # text(450, 100, expression(Delta * lambda), col = "#000088", pos = 4)
65 # for(i in 1:5){
66 # text(400, 100 - 7.5*i, soll_max[i], col = "#00B000", pos = 4)
67 # text(425, 100 - 7.5*i, round(maxs[i], 2), col = "#880000", pos = 4)
68 # text(450, 100 - 7.5*i, round(maxs[i]-soll_max[i], 2), col =

"#000088", pos = 4)
69 # }
70 # text(423, 100 - 7.5*6, "mean:", col = "#000088", pos = 4)
71 # text(450, 100 - 7.5*6, round(mean(maxs-soll_max), 2), col = "#000088", pos

= 4)
72

73

74 dev.off()
75 cat("\npng saved", sep ="")
76 }

5.2.3 Emission

1 graphics.off()
2 path = dirname(dirname(sys.frame(1)$ofile))
3

4 # some constants
5 h = 6.6026e-34
6 hbar = h / 2 / pi
7 c_ = 3e8
8 q = 1.602177e-19
9

10 # a function
11 glaetten = function(x, n){
12 temp = c()
13 for(i in 1:(length(x)-n)){
14 temp = c(temp, mean(x[i:(i+n)]))
15 }
16 return(temp)
17 }
18 wep = 125.273
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19 wexp = .70163
20 Te_lit = 15770.59
21 wepp = 214.51886
22 wexpp = .60738
23

24 nups = 1:9
25 nupps = 4:9
26 DeltaG = matrix(0, length(nups), length(nupps))
27 i = 0
28 for(nup in nups){
29

30 i = i+1
31 j = 0
32 for(nupp in nupps){
33 j = j + 1
34 temp = wep * (nup +.5) - wepp * (nupp + .5) - wexp * (nup + .5)^2 +

wexpp * (nupp + .5)^2 + Te_lit
35 DeltaG[i, j] = temp
36 }
37 }
38

39 # DeltaG = DeltaG[c(7, 31), ]
40 # make a tex file from this table
41 tex_file = paste(path, "table.tex", sep = "/")
42

43 paste("$\\nu’$", paste("$\\nu’ = ", nupps, "$", collapse = " & "), colapse = " & ",
sep = " & ")

44 cat("\\begin{table}[H]\n\t\\begin{center}", file = tex_file)
45 cat("\n\t\t\\begin{tabular}{ccccc}", file = tex_file, append = TRUE)
46 cat("\n\t\t\t", header, "\\\\\\hline", file = tex_file, append = TRUE)
47

48 for(i in 1:(length(DeltaG[, 1])-1)){
49 temp = paste(round(DeltaG[i, ], 0), collapse = " & ")
50 cat("\n\t\t\t", nups[i], " & ", temp, file = tex_file, "\\\\", append = TRUE

, sep ="")
51

52 }
53 i = length(DeltaG[, 1])
54 temp = paste(round(DeltaG[i, ], 0), collapse = " & ")
55 cat("\n\t\t\t", nups[i], " & ", temp, file = tex_file, append = TRUE, sep ="")
56

57 cat("\n\t\t\\end{tabular}", file = tex_file, append = TRUE)
58 cat("\n\t\t\\caption{$\\Delta G$}", file = tex_file, append = TRUE)
59 cat("\n\t\t\\label{tab:deltaG}", file = tex_file, append = TRUE)
60 cat("\n\t\\end{center}\n\\end{table}", file = tex_file, append = TRUE)
61

62

63 files = dir(paste(path, "Emission", "Beste_Messungen_Jetztwirklich", sep = "/"),
full.names = TRUE, pattern = ".dat")
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64

65 # x-Axis stuff
66 offset = 0.8439639 # how many nanometers the peak is messured too high, obtained by

calibration
67

68 lengths_all = list("6400" = c(640, 800), "Laserpeak" = c(632, 635.05))
69 FCs = c(5e-5, 1.1e-4, 1.7e-4, 1.9e-4, 1.7e-4)
70

71

72 for(file_ in files[1]){
73 cat("\nstarting ", basename(file_), sep ="")
74 # read file to get header and relevant linenumbers
75 temp_ = readLines(file_)
76

77 # actualy reading the data
78 data_ = read.csv(file_, sep = "\t", dec = ",")
79 x = data_[[1]]
80 y = data_[[2]]
81

82 lengths = lengths_all[[sub("\\.dat", "", basename(file_))]]
83 x2 = lengths[1] - offset + diff(range(lengths))/diff(range(x)) * x
84

85 # create a .png
86

87

88 png(sub("\\.dat", "\\.png", file_), width = 6, height = 4, units = "in", res
= 600)

89 par("mar" = c(4, 4, 1, 1))
90 par("oma" = c(0, 0, 0, 0))
91

92 # smooth the data
93 glaet = c("Laserpeak.dat")
94 if(basename(file_) %in% glaet){
95 x2 = glaetten(x2, 5)
96 y = glaetten(y, 5)
97 ylab = expression(Intensity * " [arb. unit]")
98 } else{
99 y = y / max(y)

100 ylab = expression(relatiove~Intensity * " [-]")
101 }
102

103 # plot the diagramm
104 plot(
105 x2,
106 y,
107 xlab = expression(lambda * " [nm]"),
108 ylab = ylab,
109 type = "l",
110 lwd = .5,
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111 col = "#585858"
112 )
113

114 # make it more pretty
115 abline(h = axTicks(2), v = axTicks(1), lwd = .125, col = "#88888888")
116

117

118 if(!grepl("Laser", basename(file_))){
119 # Do funny stuff with the data
120 rnglng = 200# "rangelength"
121 maxima = c()
122 s_maxima = c()
123

124

125 for(i in 0:7500){
126

127 test_rng = max(c(i - rnglng, 1)):min(c(i + rnglng, length(y)))
128 max_i = which(max(y[test_rng]) == y[test_rng])
129

130 if(max_i == min(i, rnglng+1)){
131

132 print(i)
133 points(x2[i], y[i], col = "red", cex = 3)
134

135 dat = data.frame(x2[test_rng], y[test_rng])
136 names(dat) = c("x", "y")
137

138 fit = nls(
139 y ~ A + B * x + C * exp(-(x - D)^2 / (sigma^2 *

2)),
140 dat = dat,
141 start = list(
142 A = mean(c(head(dat$y, 25), tail(dat$y,

25))),
143 B = 0,
144 C = max(dat$y) - mean(c(head(dat$y, 25),

tail(dat$y, 25))),
145 D = x2[i],
146 sigma = 1
147 )
148 )
149

150 s_i = 2.3548 * summary(fit)$coefficients[5]
151

152 maxima = c( maxima, i)
153 s_maxima = c(s_maxima, s_i)
154 }
155 }
156
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157 E_i = 1 / (x2[maxima] * 10^-9) / 100
158 s_E_i = (s_maxima * 10^-9) / (x2[maxima] * 10^-9)^2 / 50
159

160 temps = c()
161 for(i in 1:length(E_i)){
162 DE = mapply(function(x)return(abs(E_i[i] - x)), DeltaG)
163 temp = which(DE == min(DE))
164 temps = c(temps, temp)
165 }
166 nupp_ = floor(temps / length(DeltaG[, 1]))+1
167 nup_ = temps %% length(DeltaG[, 1])
168

169

170 text(x2[9000], 62, expression(lambda * " [nm]"), pos = 2, cex = .75)
171 text(x2[10500], 62, expression("norm."), pos = 4, cex = .75)
172 text(x2[9500], 64, expression(Intensity * " [arb. unit]"), pos = 4,

cex = .75)
173

174 lines(x2[c(7000, 13000)], c(61, 61))
175 for(i in 1:length(maxima)){
176 print(i)
177 text(x2[9000], 62-(2*i), round(x2[maxima[i]], 2), pos = 2, cex

= .75)
178 text(x2[9000], 62-(2*i), round( y[maxima[i]], 2), pos = 4, cex

= .75)
179 text(x2[10500], 62-(2*i), round(y[maxima[i]] / max(y[maxima]),

2), pos = 4, cex = .75)
180 text(x2[12000], 62-(2*i), round(E_i[i], 0), pos = 4, cex =

.75)
181 text(x2[13500], 62-(2*i), round(s_E_i[i], 0), pos = 4, cex =

.75)
182 }
183

184

185

186

187 } else {
188 max_laser = x2[which(y == max(y))]
189

190 dat = data.frame(x2, y)
191 names(dat) = c("x", "y")
192

193 fit = nls(
194 y ~ A + B * x + C * exp(-(x - D)^2 / (sigma^2 * 2)),
195 dat = dat,
196 start = list(
197 A = mean(c(head(dat$y, 25), tail(dat$y, 25))),
198 B = 0,
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199 C = max(dat$y) - mean(c(head(dat$y, 25), tail(dat$y,
25))),

200 D = max_laser,
201 sigma = 1
202 )
203 )
204 A = summary(fit)$coefficients[1]
205 B = summary(fit)$coefficients[2]
206 C = summary(fit)$coefficients[3]
207 D = summary(fit)$coefficients[4]
208 sigma = summary(fit)$coefficients[5]
209

210 laser = function(x){
211 return(A + B * x + C * exp(-(x - D)^2 / (sigma^2 * 2)))
212 }
213 # curve(laser, add = TRUE, col = "#B0000088")
214

215 s_max_laser = 2.3548 * summary(fit)$coefficients[5]
216 y_ = A + max_laser * B
217

218 # abline(v = max_laser, col = "#B00000")
219 # arrows(max_laser - s_max_laser/2, y_, max_laser + s_max_laser/2, y_

, code = 3, angle = 90, length = 0.0175, lwd = .5, col = "#B00000
")

220 # legend("topright", as.expression(bquote(lambda[max]: (.(round(max_
laser, 1))%+-% .(round(s_max_laser, 1))) *nm)), bg = "white")

221 }
222

223 dev.off()
224 cat("\npng saved\n", sep ="")
225 }
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